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1. Introduction

Nanometer-scale materials typically have a very high surface/
volume ratio[1, 2] and, as a consequence, effects due to surface
forces often play an essential role in determining the equilibri-
um and dynamical properties of such materials. Surface forces
are especially important in molecular nanoclusters, which
bridge the gap between molecular entities and bulk phase ma-
terials,[2] and this feature has stimulated both experimental and
theoretical studies of cluster systems.[3] Molecular clusters can
serve as distinctive environments for chemical reactions, which
often take place with mechanisms and rates that differ signifi-
cantly from their bulk phase analogs. Such molecular cluster
reactions are important in atmospheric chemistry where many
reactions take place in nano and micron-sized water or other
molecular droplets.[4] Similarly, in microemulsions, chemical re-
actions may take place in nanodroplets that contain only a few
molecules of the reactive species.[5, 6]

Herein we investigate a particular class of reactions that in-
volve the transfer of a proton between two molecular groups
in a molecular complex dissolved in a polar molecular nano-
cluster. Proton transfer reactions are involved in many chemical
and biological processes[7–11] and there have been numerous
experimental and computational studies of proton transfer in
nano-environments such as nano-confined materials[12–15] and
nanoclusters.[16–24] While it is possible to approximate the dy-
namics of the polar molecules comprising the cluster environ-
ment by classical mechanics, the proton and its interactions
with the polar solvent molecules must be treated using quan-
tum dynamics. Consequently, our investigations of this system
employ mixed quantum-classical dynamics.[25] The use of such
a method allows us to study the mechanisms as well as the
rates of this important class of quantum mechanical reactions.
Both of these aspects of the quantum reaction are influenced
by the nanocluster environment.[26]

The quantum mechanical character of proton transfer reac-
tions may be verified experimentally by observing the magni-

tude of the kinetic isotope effect (KIE).[27–31] A large KIE was
found in experimental studies of excited-state proton transfer
reactions in clusters.[20, 21] We pose the question, can the small
size of nanomaterials strongly affect the magnitude of the ki-
netic isotope effect? To answer this question here, we apply
our recently-developed quantum-classical methods[31–33] to in-
vestigate quantum proton and deuteron transfer rates in polar
nanoclusters.

2. Model and Methods

We consider a simplified model describing proton transfer in a
hydrogen-bonded phenol-trimethylamine complex as in Equa-
tion (1)

PhO�H � � � NðCH3Þ3 Ð PhO� � � � H�NðCH3Þ3þ ð1Þ

dissolved in a cluster of rigid methyl chloride molecules.[34] This
model has often been used to study quantum effects on
proton transfer rates in the condensed phase since it captures
many generic features of proton transfer in polar environ-
ments.[14, 15, 35–41] Due to hydrogen bonding, the complex can
exist in the covalent A (left) and ionic B (right) forms shown in
Equation (1). The covalent state is more stable in the gas
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Proton and deuteron transfer rates and mechanisms are studied
in polar molecular nanoclusters. The cluster environment strongly
influences the reaction rate and the nature of these changes is
studied as a function of the cluster size. The stabilities of the co-
valent reactant and polar product states change with cluster size
and this effect alters both the equilibrium properties and transfer
rate. The proton and deuteron are light quantum particles and
the quantum character of the rate process is reflected in the

magnitude of the kinetic isotope effect. Our mixed quantum–clas-
sical rate simulations indicate that the magnitude of the isotope
effect decreases as the cluster size increases. More generally, our
study shows how quantum effects combined with structural
nanosolvation effects can lead to changes in reaction rates and
mechanisms which should be applicable to many quantum
charge transfer reactions in molecular nanoclusters.
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phase while the ionic state is more stable in a polar solvent. In
contrast to bulk phase systems, when proton transfer takes
place in a nanocluster, the entire cluster can reorganize its
structure in order to achieve favorable solvation for the ionic
or covalent states: the ionic state of the molecular complex
tends to occupy a position in the center of the cluster to maxi-
mize the solvation effects while the covalent state of the com-
plex tends to lie on the cluster surface (see Figure 1).

The complex and the CH3Cl molecules are heavy and may
be treated classically to a good approximation; the proton or
deuteron must be treated quantum mechanically. The total
Hamiltonian of the systems is given by Equation (2)

Hðq,XÞ ¼ P2=ð2 MÞ þ Hqmðq,RÞ ð2Þ

where X= (R,P) represents the positions and momenta of the
classical particles and Hqm includes the kinetic energy of the
quantum particle and all interaction potentials. The proton co-
ordinate is denoted by q. It is convenient to work in an adia-
batic basis when following the quantum evolution of the
proton transfer process. The adiabatic wavefunctions ya ACHTUNGTRENNUNG(q ;R)
are the solutions of the Schrçdinger equation [Eq. (3)] ,

Hqmðq,RÞyaðq;RÞ ¼ EaðRÞyaðq;RÞ ð3Þ

where Ea(R) is the energy of the a protonic state for a fixed
configuration R of the classical particles. In our simulations, the
wavefunction yaACHTUNGTRENNUNG(q ;R) is written as a superposition of harmonic
oscillator basis functions in Equation (4)[35, 41]

yaðq; RÞ ¼
X

i

ciaðRÞ�iðqÞ ð4Þ

where [Eq. (5)]

�iðqÞ ¼ 2mm!
ffiffiffi
p
p

=b
� ��1=2

Hm b q� q0ð Þð Þe�b2 q�q0ð Þ2=2 ð5Þ

with Hm a Hermite polynomial. We have used 12 basis func-
tions with q0 = 0.048 G and �0.552 G and m= 0–5. We let
b= 7.732 G�1 and b= 9.195 G�1 for the proton and deuteron,
respectively.

A convenient choice of reaction coordinate for proton trans-
fer processes is the solvent polarization DE, which is defined as
the solvent potential difference between two points s and s’

within the complex corresponding to the minima of the gas-
phase potential [Eq. (6)] ,[41–44]

DEðRÞ ¼
X

zie
1

Ri � sj j �
1

Ri � s0j j

� �
ð6Þ

Here zie is the charge on atom i. The free energy along the
reaction coordinate for a nanocluster with Ns solvent molecules
and the proton in state a, WaACHTUNGTRENNUNG(DE’;Ns), may be defined as in
Equation (7)[41]

bWa DE;Nsð Þ ¼ � ln
d DEðRÞ � DEð Þh ia

Pu Nsð Þ
� ln

pa

p1
ð7Þ

where � � �h ia¼
R
dX � � � e�bHa=

R
dXe�bHa , pa is the probability

that the system is in state a, b is the inverse temperature and
Pu(Ns) is a uniform probability density. The quantity DE without
an argument refers to a numerical value of this quantity. We
have computed the free energy bWa ACHTUNGTRENNUNG(DE ;Ns) by sampling from
long adiabatic ground-state trajectories. The equilibrium con-
stant Keq = [B]/[A] is related to the free energy by Equation (8)

Keq ¼
Z 1

DE�

dDEe�bW1ðDEÞ=

Z
DE�

�1
dDEe�bW1ðDEÞ ð8Þ

where DE� is a dividing surface along the reaction coordinate.
The rate coefficient can be calculated from the reactive flux
correlation function in Equation (9)[45, 33]

kABðtÞ ¼Z�1
R

X
a

Z
dXRe Naa

B ðX; tÞ
	 


�D _EðRÞd DEðRÞ � DE�ð Þe�bHaðXÞ

ð9Þ

where ZR denotes the reactant partition function. The nonadia-
batic evolution of the species variable operator
N̂B ¼ q DEðRÞ � DE�ð Þ was computed using quantum-classical
Liouville dynamics[46] using methods described elsewhere.[26]

The liquid-state clusters of the complex and Ns solvent mole-
cules were prepared by melting face-centered cubic lattice
structures. The sequential short time propagation algorithm,[47]

which represents the quantum-classical Liouville evolution in
terms of an ensemble of surface-hopping trajectories, was
used for the nonadiabatic dynamics of the transfer process,
and classical trajectory segments that enter this algorithm
were integrated using the velocity Verlet algorithm.[48] The rate
coefficients were obtained from averages over 2 J 104 trajecto-
ries with a time step Dt= 5 fs and with the constraint
DE=DE� imposed for initial sampling.

3. Results and Discussion

In Figure 2, we show how the free energy along the polariza-
tion reaction coordinate DE depends on the size of the cluster
Ns for the ground and the first excited states of the deuteron
at T= 150 K. We set Pu = 1 at Ns = 8 to fix the scale of the plot.
The ground-state surface has a double-well form where the
minima correspond to the covalent and ionic states, while the

Figure 1. Two representative cluster configurations for the covalent (left)
and ionic (right) states.
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excited-state surface has a single-well form with its minimum
located at the barrier top of the ground-state free energy. The
shapes of ground- and excited-state surfaces for Ns= 8 are
shown in Figure 3 a, where one can see a typical avoided cross-
ing between adiabatic states. The solid lines are fits to covalent
and ionic states. The contour plot in Figure 2 b shows that the
stability between the covalent and ionic states is reversed as
Ns increases, with the ionic state being favored in a large clus-
ter. We also found that the position of the ionic state minimum

depends on Ns more strongly than either the covalent state
minimum or the barrier top position. The energy gap between
ground and excited states at the barrier top was found to be
very weakly dependent on Ns.

The solvation of the complex becomes stronger with an in-
creasing number of polar cluster solvent molecules. A quantita-
tive measure of the solvation strength is shown in Figure 3 b
where the free energies of the ionic and covalent states, and
the transition state between them, is plotted as a function of
Ns. As Ns increases, all states are stabilized but the stabilization
of the ionic state is greater than that of the covalent state. As
a result, the covalent state is more stable for Ns<7 while the
ionic state is more stable for larger clusters.

The equilibrium constant was calculated using Equation (8).
In Figure 4 a, we compare Keq for the proton and deuteron
transfer reactions as a function of Ns on a semilog scale. The

Figure shows that the solvation free energy per solvent mole-
cule is 2.5 kJ mol�1 for the deuteron and 1.9 kJ mol�1 for the
proton. This implies that the deuteron complex is more strong-
ly influenced by solvation in the cluster. This can be under-
stood as follows. Due to its larger mass, the distribution of the
deuteron probability density is narrower than that of the
proton. This can be seen in Figure 5 where sample probability

Figure 2. a) Three-dimensional free energy profiles (bW) of ground and excit-
ed states as a function of the reaction coordinate DE and the cluster size Ns

at T= 150 K for the deuteron transfer. b) Two-dimensional contour plot of
ground-state free energy with the same shading as in (a).

Figure 3. a) Ground- and excited-state free energy profiles for the deuteron
transfer with Ns = 8 at T= 150 K. Parabolic fits to two ground state free
energy minima are indicated by solid lines. b) Plots of the minima of the co-
valent and ionic states, and maxima of the transition state between them, as
a function of Ns for the proton (*) and deuteron (*) transfer reactions.

Figure 4. Plots of the equilibrium constant Keq a) as a function of Ns at
T= 150 K and b) as a function of inverse temperature 1/T for Ns = 8 on a
semilog scale for the deuteron (*) and proton (*) transfers.

Figure 5. Ground state probability density distribution along the one-dimen-
sional proton and deuteron coordinate q for the same cluster configuration.
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densities for the proton and deuteron are plotted for the same
cluster environment. The broader proton probability density
results in a weaker solvation of the proton complex than that
for the deuteron complex when the cluster size (Ns) increases.
In Figure 4 a, we can see that the magnitudes of equilibrium
constants for the proton and deuteron transfer reactions are
reversed as Ns increases due to the difference between the sol-
vation strengths of a cluster solvent molecule for either the
proton or the deuteron. As a result, the relative stability of the
covalent deuteron complex is larger than that of the corre-
sponding proton complex for small cluster systems, while it is
smaller for large clusters. The difference in probability densities
also makes the equilibrium constant for the deuteron complex
less dependent on the temperature, as seen in Figure 4 b.
These results both show that the covalent state is preferred
over the ionic state at higher temperatures. The slope deter-
mined from this plot is �7.7 kJ mol�1 for the deuteron, while it
is �14 kJ mol�1 for the proton. The deuteron transfer reaction
is also less exothermic than the proton-transfer reaction.

The kinetic isotope effect, which is often used to gauge the
magnitude of quantum mechanical effects, is defined as the
ratio of the proton to deuteron rate constants, namely,
KIE ¼ kP

AB=k
D
AB. The rate constants kAB were determined from the

long-time plateau value of kAB(t). The transition state theory
(TST) rate constant was determined from the initial value of
the time dependent rate coefficient, namely, kTST

AB =kAB(0
+). The

small energy gap near the barrier top implies that nonadiabat-
ic transitions may affect the transfer dynamics. We find that
significant nonadiabatic effects are present and approximately
35 % of all trajectories experience at least one nonadiabatic
transition. However, the rate constants are not affected signifi-
cantly by nonadiabatic effects. Since the nonadiabatic coupling
depends on the momentum and therefore the temperature,
the relatively low temperature of our nanocluster systems
makes the nonadiabatic contributions to the rate small.

In Figure 6 we plot the KIE for the rate constants kAB and kTST
AB

as functions of Ns and T. For both kAB and kTST
AB , the general

trends of the dependence of the KIE on Ns and T are similar
but the magnitude of the KIE for kAB is larger than that for kTST

AB .
This indicates the importance of dynamic recrossing of the bar-

rier top. The KIE value was found to depend very strongly on
the cluster size, showing that the quantum effects on the
transfer rates are stronger for smaller clusters. The dependence
of the KIE on T is relatively weak and it tends to a small value
at a high temperatures. The TST rate constant kTST

AB depends on
the barrier height and the reactant (covalent state) well fre-
quency. We observe that the reactant well frequency of proton
is similar to that of deuteron and the KIE for kTST

AB is governed
by the difference in barrier heights.

In Figure 7, we show how the barrier heights of the proton
and deuteron transfer reactions depend on Ns and T. The
trends are similar for deuteron and proton transfer reactions
and both show that the barrier heights decrease with increases

in Ns. The barrier height in dimensionless units (bW) depends
weakly on T. At T= 170 K, the difference in barrier heights is
small and this is responsible for the reduction of the TST kinet-
ic isotope effect to a value near unity at this temperature.
Since quantum effects are more manifest at lower tempera-
tures, the small difference between barrier heights at high
temperatures is expected. Thus, we find that the strong de-
pendence of the KIE on the cluster size arises from quantum
effects in both the dynamics and equilibrium structure. We can
see the former effects in the difference between KIE deter-
mined from kAB and kTST

AB , since dynamic recrossing contribu-
tions to the rate are affected by the quantum mechanical char-
acter of proton and deuteron. The latter effects are seen in the
difference of free energy barrier heights.

4. Conclusions

The quantum-classical dynamical simulations of proton and
deuteron transfer reactions have shown how quantum me-
chanical aspects of the reaction are affected by the peculiar
nature of the nanocluster environment. The stabilities of
proton and deuteron complex states are strongly influenced
by the solvation strength, making these transfer reactions in
nanoclusters distinct from their counterparts in the bulk phase.
By analyzing the dependence of the free energy on the

Figure 6. Kinetic isotope effect determined from nonadiabatic, kAB, and TST,
kTST

AB , rate coefficients for various values of Ns at T= 150 K (left) and for Ns = 8
at various temperatures (right).

Figure 7. The dimensionless barrier height for proton (*) and deuteron (*)
transfer reactions for the passage from the covalent to the ionic state for
various values of Ns at T= 150 K (left) and for Ns = 8 at various temperatures
(right).
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number of cluster solvent molecules and the temperature, we
found that the relative stabilities of the covalent and ionic
states for both proton and deuteron transfer reactions are re-
versed as the cluster size or the temperature increases. The dif-
ference in the proton and deuteron masses affects the quan-
tum mechanical probability densities and this, in turn, influen-
ces the solvation strength of surrounding cluster molecules.
Consequently, the magnitude of the equilibrium constant and
the relative stability of the covalent and ionic states show dif-
ferent dependencies on the cluster size. While an ionic deuter-
on complex is more stable than that of a proton in a large
cluster, it may be less stable in a small cluster due to the differ-
ence in the solvation strengths.

The analysis of the quantum-classical transition state theory
reaction rates shows that the kinetic isotope effect strongly de-
pends on the difference of activation barrier heights caused by
the different quantum characters of proton and deuteron. The
quantum-classical dynamic recrossing of the dividing surface
between covalent and ionic states also affects the kinetic iso-
tope effect. Nonadiabatic transitions between the protonic
ground and excited states occur more frequently in the deuter-
on transfer than in the proton transfer, but the transfer rates
are weakly influenced by nonadiabatic transitions because of
the relatively low temperatures in our systems. As a result,
adiabatic dynamics provides a good approximation for the pre-
dictions of the transfer rates. Our investigations should provide
insight into how quantum effects in conjunction with structur-
al nanosolvation effects can lead to changes in reaction rates
and mechanisms. The basic elements in our study should be
applicable to many quantum charge-transfer reactions in mo-
lecular nanoclusters.
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