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ABSTRACT

The study of quantum rate processes occurring in condensed phase
environments is difficult because of the large number of degrees
of freedom involved. Since a full quantum mechanical treatment
is not computationally feasible, one is motivated to use mixed
quantum-—classical dynamical methods. This type of dynamics is
applicable when one can single out a few degrees of freedom to
be quantum in nature while treating the remainder classically. We
describe a method that is based on the quantum—classical Liouville
equation, which clearly prescribes the details of the coupling
between the quantum and classical degrees of freedom. With the
aid of this machinery, we show how to compute rate constants of
reactions involving quantum particles immersed in a classical bath.
We illustrate the use of this method on a model for proton transfer
in a molecular complex dissolved in a polar solvent.

l. Introduction

While quantum mechanics provides the basis for a
description of chemical rate processes, in many instances
classical mechanics will capture essential elements of a
chemical mechanism or predict the value of a reaction
rate. There is extensive literature on classical calculations
of gas and condensed phase chemical reaction rates.
However, there are many situations where a classical
description will not suffice. Rate processes involving the
participation of multiple electronic states, relaxation of
high-frequency vibrational degrees of freedom, and proton
and electron transport processes are a few such ex-
amples.!?

If we are interested in such quantum rate processes in
the condensed phase, we are faced with a daunting task:
the simulation of the quantum dynamics of a many-body
system with a large number of degrees of freedom.
Simulation schemes based on semiclassical methods,?
influence—functional techniques,* centroid dynamics,’
mode coupling methods,® and the mapping formalism”?
have been used to study quantum rate processes.

Gabriel Hanna received his B.Sc. in Chemistry from Laurentian University in 2001.
He is currently working toward a Ph.D. in Chemistry at the University of Toronto.
His graduate research is focused on the implementation of mixed quantum—
classical techniques in the study of proton-transfer reactions.

Raymond Kapral received his Ph.D. from Princeton University in 1967. After
postdoctoral work at MIT, he joined the faculty of the University of Toronto in
1969 where he is currently Professor of Chemistry. His research centers around
the nonequilibrium statistical mechanics of condensed phase systems, quantum
mechanical reaction rates, and the nonlinear dynamics of chemical systems
displaced far from equilibrium.

10.1021/ar030281q CCC: $33.50
Published on Web 12/10/2005

[J 2006 American Chemical Society

In many applications, only certain degrees of freedom
need to be treated quantum mechanically, while the
environment with which they interact can be modeled by
classical mechanics to a high degree of accuracy. For
example, this is the case for proton or electron transfer
processes occurring in a condensed phase or other mo-
lecular environments composed of heavy atoms. This
raises the issue of how to combine quantum and classical
dynamics. A number of different schemes have been
proposed to solve this problem. An early analysis of this
problem using path integral methods was given by
Pechukas.!® The simplest scheme is adiabatic dynamics
where the time-independent Schrédinger equation,
fz(R)|a;RD= E.(R)|a;RE) for the quantum subsystem with
Hamiltonian /(R) is solved for a fixed configuration of the
bath molecules R to obtain the adiabatic energies Ey(R)
and corresponding eigenvectors |a; R The positions and
velocities of the bath molecules are then evolved using
Newton’s equations of motion with the Hellmann—
Feynman forces, F*(R) = — 9E,(R)/dR, determined from
the adiabatic energies. Proton-transfer rates have been
computed using such adiabatic methods,!!"13 where the
dynamics is assumed to take place on a single protonic
adiabatic energy surface.

Adiabatic methods fail when the time scales of the
motions of the quantum subsystem and the bath mol-
ecules are comparable. To circumvent this problem, mean
field and surface-hopping schemes have been proposed.!'
We describe such schemes, which do not restrict the
evolution of the system to a single adiabatic state, as being
nonadiabatic. In mean field descriptions, the total wave
function is decomposed into a “fast” part corresponding
to the light (quantum) particles and a “slow” part corre-
sponding to the heavy (classical) particles. The time-
dependent Schrodinger equation for the light particles is
solved, and the resulting wave function is used to compute
the force, which determines the evolution of the classical
degrees of freedom. This approach fails when the mean
potential is no longer able to provide an accurate picture
of the dynamics. Extensions to such simple mean field
treatments have been constructed.!>'6

In surface-hopping schemes,!”"!¥ the wave function of
the quantum subsystem is again propagated using the
time-dependent Schrédinger equation. However, the clas-
sical degrees of freedom now evolve on single adiabatic
potential energy surfaces, and hops between these sur-
faces occur according to probabilistic rules. The retention
of quantum coherence is a limitation of such algorithms,
and methods have been developed to incorporate de-
coherence effects.!22021

The nonadiabatic approach that we describe in this
Account is based on the quantum-—classical Liouville
equation,??~3! which specifies the evolution of the density
matrix or an observable for a quantum mechanical system
embedded in an environment that can be described
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classically. With such an evolution equation in hand, we
then show how the rates of nonadiabatic chemical pro-
cesses can be computed and discuss the nature of
nonadiabatic quantum—classical dynamics.

Il. Combining Quantum and Classical
Dynamics

To describe nonadiabatic processes, we need to simulta-
neously evolve the quantum degrees of freedom along
with the classical environmental degrees of freedom to
which they are coupled. Although the environment may
behave classically in the absence of coupling to the
quantum system, this is no longer the case when they are
coupled. This leads to the issue of how and whether
quantum and classical descriptions can be combined. In
quantum mechanics, an observable is mathematically
represented by an operator N and its time evolution is
governed by the Heisenberg equation, (d/dHN(f) =
i/R[E,N(], where H is the Hamiltonian and [X,Y] is the
commutator. Analogously, in classical mechanics, an
observable is a function N(R,P) of the positions R and
momenta P of all the particles in the system, and its time
evolution is governed by the classical analogue of the
Heisenberg equation, (d/df)N(f) = {N(#),H}, where H is
the classical Hamiltonian and {X,Y} is the Poisson bracket.
Thus, a hybrid quantum-—classical mechanics should
involve an equation of motion for the observable N(R,P,1),
which has both an operator character and a phase space
dependence. Our approach to combining these two
theories is to start with a full quantum mechanical
description of the system plus its environment in terms
of the quantum mechanical Liouville equation for the
density matrix or, equivalently, the Heisenberg equation
for a general observable, N. Then, by singling out the
environmental degrees of freedom for special treatment,
a transformation® from quantum operators to phase
space functions is carried out. Finally the equation is
expanded in the small parameter u = (m/M)''?, where m
and M are the characteristic masses of the system and
environment particles, respectively. Retaining up to first
order in u, we obtain the quantum—classical Heisenberg
equation,?>%

dnRpn = Lo - daiie) — (o d
GV RPD = IHN(D)] 2({H,N(t)} {N@,H}) (1)

which is valid in the limit 7 < M. This equation of motion,
or the corresponding quantum—classical Liouville equa-
tion, has a structure that combines features of the
quantum and classical Liouville equations. As expected,
the observable is neither just N nor N(R,P) but is N(R,P).
The first term on the right-hand side involving the
commutator [X,Y] of the Hamiltonian, H, with the observ-
able has the same structure as the quantum Heisenberg
equation, while the second term involving the Poisson
bracket {X,Y} of the Hamiltonian with the observable has
a structure like that of the classical equations of motion
for a dynamical variable. Thus, the time evolution of both
the quantum and classical degrees of freedom are speci-
fied by this equation.
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Phase space-time point

FIGURE 1. A trajectory segment with two nonadiabatic transitions
starting from (R,P,t = 0). In the time segment between t; and t, the
system evolves coherently on the mean adiabatic surface (dotted
line) and the observable is multiplied by the phase factor 74(t,t).
The two solid lines denote the potential energy surfaces corre-
sponding to adiabatic states o and f3, respectively.

Insight into the nature of quantum—classical dynamics
can be obtained by considering a matrix representation
of this equation in the adiabatic basis. In this way,
connection to surface-hopping dynamics can be made.
In the adiabatic basis we have

d .
d—N“f‘ (R,P,D) = (i, (R) + il )N () —
t
;Jw.,ﬂﬁrzvﬁﬁ'(t) @)

where Ek;R|N(R,P)|a’;RD= N*(R,P). From the right-hand
side of this equation, we observe that the time evolution
of N*“(R,P,f) depends on three contributions: the fre-
quency wq(R) = (Ex(R) — Ex(R))/h, which involves the
difference of adiabatic energies, iL,y, which determines
the classical evolution of the bath degrees of freedom
governed by the mean of the Hellmann—Feynman forces
for states a and o, F** = —1/, 9(E, + Ey)/dR, and Joo sp
which accounts for the nonadiabatic quantum transitions
and associated momentum changes in the bath.?223

The solution of this equation can be represented in
terms of an ensemble of surface-hopping trajectories. An
example of such a trajectory is shown schematically in
Figure 1. This trajectory starts on the ground adiabatic
potential energy surface at bath coordinates (R,P) and the
observable is described by N**(R,P,0). Two nonadiabatic
transitions occur in the subsequent evolution. The first
nonadiabatic transition takes place at time #; and involves
the quantum transition ao. — a. This transition puts the
system in the coherent quantum state, and the observable
can now be described by the off-diagonal matrix element
N3(R,,Py,11). Moreover, it is accompanied by a change in
the momenta of the bath particles such that the corre-
sponding kinetic energy change compensates for the fact
that the energy of the coherent state is the mean of the
energies of adiabatic states o and f, (E.(R) + E3(R))/2,
thereby conserving the total energy of the system. Between
t; and 1, the classical degrees of freedom evolve by
Newton’s equations of motion governed by the mean of
the Hellmann—Feynman forces for quantum states o and
p. The quantum system evolves coherently, and a phase
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£
FIGURE 2. Ground adiabatic state free energy surface with a
double-well structure and the first excited adiabatic free energy
surface with a single minimum.

Wig(t, ) = exp(ifﬁf df was(R(t))) accumulates in the
observable along this segment of the trajectory. At time
1, a second nonadiabatic transition a — jf takes place,
giving rise to the diagonal matrix element N¥(R,,P,,t,). The
quantum coherence is destroyed as a result of this
transition. The subsequent evolution to time t takes place
on the single adiabatic potential energy surface Eg(R)
giving NA(R',P',r) at bath coordinates (R',P'). Finally,
the matrix element N**(R,P,f) is appropriately con-
structed®*3 from all such trajectories in which quantum
transitions can occur stochastically at any intermediate
time.

There is a major difference between the surface-
hopping dynamics that generates the solution of the
quantum-—classical Liouville equation and other surface-
hopping schemes.'>!” Typically, in such schemes, the
time-dependent Schrodinger equation for the quantum
system is evolved in conjunction with an assumed form
of the evolution of the classical bath coordinates. In
particular, the classical degrees of freedom evolve accord-
ing to Newton’s equations of motion on single adiabatic
energy surfaces between the quantum transitions. Thus,
the coherent evolution segments discussed above do not
appear in the description. The quantum-—classical
Liouville or Heisenberg equations specify the evolution
of both the quantum and classical degrees of freedom so
that no additional ansatz about the nature of the classical
dynamics is required. We now turn to a discussion of the
implications of such nonadiabatic dynamics for the
calculation of chemical reaction rates.

IIl. Nonadiahatic Reaction Rates

Suppose that the reactive dynamics of a system can be
described in terms of a reaction coordinate £(R), which is
assumed to be some function of the bath coordinates
alone. At this point, the description is still general and
we do not specify the physical nature of the adiabatic
states, which could be electronic, protonic, or vibrational,
for example. The situation that we wish to study is the
case where the free energy, W(&), along this reaction
coordinate has an asymmetric double-well form when the
system is in the ground adiabatic state and a single
minimum when the system is in the first excited adiabatic
state. The free energy profiles are shown in Figure 2. A
dividing surface at £(R) = & serves to partition the reaction

coordinate of the system into two domains, which contain
the metastable A and B species, respectively. The micro-
scopic variable corresponding to the density of species A
is Na(R) = 0(E(R) — &%), where 0 is the Heaviside function.
Similarly, the microscopic variable corresponding to the
density of species B is N3(R) = 0(&* — £(R)). The metastable
states A and B corresponding to the system localized to
the right and left of the free energy barrier interconvert,
A = B, and we wish to determine the rate constant for
this process.

If we assume that the system obeys adiabatic dynamics
and its evolution takes place on the ground state adiabatic
surface E;(R) only, the problem is simple. The bath degrees
of freedom evolve by Newton’s classical equations of
motion, and the quantum nature of the problem only
enters through the ground state Hellmann—Feynman
forces, F*(R) = — 9E,(R)/9R. Statistical mechanics tells us
that the adiabatic rate constant can be determined from
a reactive flux correlation function.!* For the forward
reaction, A — B, this correlation function can be calculated
by launching trajectories from the barrier top with a given
initial flux of NA(R) (determined from an equilibrium
configuration of the system) and then monitoring in time
whether the system is in the product or reactant state.
Formally, this amounts to computing a time-dependent
rate coefficient, which is expressed in terms of an equi-
librium correlation function of the initial flux Ni(R) of
Na(R) with Ny(R) at time ¢ as

B0 = dRAP EOER) — N (RO)P}(RP)
A
)

where 6 is the Dirac delta function, n3? is the equilibrium
density of species A, and we have used Ny(R) = E(R)O(E(R)
— &%. The weight of each point (R,P) in the phase space
integral is given by the canonical equilibrium density
matrix element for the system in the adiabatic ground
state, py(R,P) = Z! exp(—pHy,), where Z = [ dR dP
exp(—fH,,) is the partition function with the ground
state Hamiltonian Hy, = P?/(2M) + E,(R). The time-
dependent rate coefficient k%(f) will decay from
its initial transition state theory value, KX4(t = 0+) =
K29TST 36 to a plateau value if there is a substantial time
scale separation between the microscopic and chemical
relaxation times.’” The plateau value determines the
measured rate constant, kf;%, for the reaction.

The nonadiabatic rate formula differs from that for
adiabatic dynamics as a result of two new features.® First,
the time evolution of the species variable follows quantum—
classical nonadiabatic dynamics so that transitions to
excited states occur. Second, the equilibrium density
matrix has a form in which off-diagonal elements appear
due to the retention of quantum coherence in the initial
weights. Instead of the simple form for py, given above,
we now have ol for which the diagonal contribution is
Pwe = Zo ' exp(—fBHy) with Z, = 3./ dR dP exp(—SHy),
as well as the off-diagonal contributions. In the applica-
tion, we consider that the diagonal parts of the density

VOL. 39, NO. 1, 2006 / ACCOUNTS OF CHEMICAL RESEARCH 23



Dynamics of Condensed Phase Rate Processes Hanna and Kapral

matrix give the major contribution to the rate, and we
have

kyp(0) =

12 .
- —Z J dR dP ERING(R,P,OOER) — Epfe(R,P)

€q
Ny o

(4)

As for adiabatic dynamics, trajectories are started at the
barrier top and the rate constant is obtained from the
plateau value of kag(?).

IV. Proton Transfer

To illustrate these ideas, we consider a two-state model
for a proton-transfer reaction (AH-B == A"—H'B) in a
hydrogen-bonded complex (AHB) that is dissolved in a
polar solvent.?® The potential energy function describing
the hydrogen bonding within the complex is chosen to
model a slightly strong hydrogen bond between the
hydroxyl and amine groups in phenol (A) trimethylamine
(B) in the absence of a solvent.** We assume that the
dynamics of the proton is electronically adiabatic. Over
the years, this model has been subject to intensive
study.'249~%5 In our investigation, the AB distance is fixed
to be 2.7 A. At this separation, the potential energy
function has two minima, which correspond to the stable
covalent and metastable ionic states of the complex. The
charge distribution in the complex can shift as the proton
moves along the AB bond. The solvent potential energy
functions model nonpolarizable methyl chloride mol-
ecules.

The Hamiltonian operator, partially transformed?® over
the coordinates of the solvent and A and B groups of the
compley, is given by

H(4,R) = K + K + Hy(4,R) (5)

where ﬁlp(c?,R) = f(p + f/(ci,R) is the protonic Hamiltonian
for a fixed set of classical coordinates. The protonic kinetic
energy operator is Kp, while Ks and K denote the classical
kinetic energy contributions from the solvent and com-
plex, respectively. The solvent and A and B groups of the
complex, whose positions are denoted by R, are the
classical particles. The proton, whose position is described
by the operator 4, comprises the quantum subsystem. In
this study, the adiabatic surfaces correspond to the
eigenstates of the protonic Hamiltonian; the electronic
degrees of freedom are accounted for in the model
potential functions.

The proton-transfer reaction can be monitored by
observing the evolution of the mean position of the proton
in the ground adiabatic state ([§{R)), and by the solvent
polarization (AE(R)),*®4” which is the difference between
the solvent electrical potentials at two points within the
complex corresponding to the minima of the bare hydro-
gen bonding potential. Both of these reaction coordinates
are functions of all of the positions of the classical
particles.

24 ACCOUNTS OF CHEMICAL RESEARCH / VOL. 39, NO. 1, 2006

P(AE.<q>)
0.01
0.005
0 -0
> D6
-0.2
T
-0.02 0 002 5 02 <g>(A)
AE (eC/A)
0.012
0.008 |
el
-+ :
0.004
0 ..| T
-001 0 001 002 003 004

AE (eC/A)

FIGURE 3. Joint probability histogram, P(AE,[40)) (top), of the mean
position of the proton (C40)] in the ground state and the solvent
polarization (AE) and projection of the above histogram (bottom) onto
a P—AE plane. The various curves correspond to different [gCalues.

The essentials of the proton-transfer mechanism can
be inferred from the histogram at the top of Figure 3. It
was generated by simultaneously binning the time series
of [gUand AE from a long trajectory on the ground state
adiabatic surface. Starting in the covalent state ([g0~ 0
A, AE ~ 0.005 eC/A), we see that the solvent undergoes
an extensive polarization to induce a large shift in the
protonic charge, followed by a relaxation of the solvent
in response to the new ionic state ([g0~ — 0.57 A, AE ~
0.0225 eC/A). The transfer of the proton only occurs for a
narrow window of AE values. The time scale of this
process can be estimated by examining some sample
proton hops; the entire process takes place in several
hundreds of femtoseconds, but the actual transfer of the
proton occurs rapidly in only a few tens of femtoseconds.
The histogram also tells us that the complex spends more
time in the ionic configuration than in the covalent
configuration. This is because electrostatic interactions
with the polar solvent preferentially stabilize the ionic
configuration, in contrast to the gas phase where the
covalent configuration is more stable. If we project this
histogram onto a P—AE plane (see bottom of Figure 3),
sum over all the [g0contributions at each value of AE,
and take the negative logarithm of this new probability,
we obtain a free energy profile along the AE reaction
coordinate that has the same asymmetric double-well
structure as the ground adiabatic free energy profile in
Figure 2. The first excited state free energy surface for this
system has a single-well structure like that in Figure 2;
hence, these features correspond to the situation that we
set out to study. There is a large free energy difference
between the first and second excited state surfaces, so the
second excited state is not expected to participate strongly
in the nonadiabatic dynamics.

The adiabatic rate coefficient, kfd(t), for the reverse
proton-transfer reaction was determined from a calcula-
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FIGURE 4. Comparison between the nonadiabatic (points) and
adiabatic (line) reverse rate coefficients as a function of time.

tion of eq 3 employing &§(R) = AE(R) as the reaction
coordinate and & = AE* = 0.0141 eC/A as the dividing
surface. The ensemble average needed to compute kfd(t)
is conditioned on the reaction coordinate being at this
dividing surface. For highly activated rate processes, this
would pose a problem since the system would rarely visit
the barrier top. To circumvent this problem, the condi-
tional average can be efficiently computed using “blue
moon” sampling,*® which fixes the reaction coordinate at
AE = AEF at t = 0 for every trajectory in the ensemble.
Each trajectory is then initialized by releasing the con-
straint and appropriately resampling the particle velocities.
In the nonadiabatic case, where coupling between the
solvent motions and the quantum protonic degree of
freedom can induce quantum transitions among the
adiabatic states, the rate coefficient k.(f) was calculated
from eq 4 using the same sampling scheme as that for
the adiabatic rate calculation.

In Figure 4, we present results for the time-dependent
adiabatic and nonadiabatic rate coefficients, which were
obtained from an average over 16 000 trajectories. As
expected, we see that the rate coefficients fall quickly from
their initial transition state theory values in a few tenths
of a picosecond to plateaus from which the rate constants
can be extracted. The decrease in the rate coefficient from
its transition state theory value is due to recrossing by the
trajectory of the barrier top before the system reaches a
stable state. The values of k** and k, obtained from the
plateaus are k** = 0.017 ps~! and k, = 0.013 ps~™.

To understand why the nonadiabatic rate constant is
lower than the adiabatic rate constant, we must examine
the trajectories involved in the simulation of the non-
adiabatic rate coefficient. Figure 5 depicts two such
trajectories. The lower trajectory, like in adiabatic dynam-
ics, does not make any quantum transitions throughout
the course of its evolution, remaining on the ground state
surface (denoted by 1). It quickly settles into the covalent
well. In contrast, the upper trajectory immediately hops
onto the coherent state surface (denoted by 1.5) and
remains there for 0.8 ps until it falls back down to the
ground state surface. These nonadiabatic transitions occur
when the trajectory is in the vicinity of the barrier top
(since the probability of a transition is highest in this
region according to our sampling scheme?*3*). We note
that the dynamics on the coherent state surface is associ-
ated with excursions in AE(f) across the barrier top. These
recrossings delay the occurrence of a reactive event. As a
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<
% o012}
4]
<
0.008
\
0.004
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(ps)
FIGURE 5. AF(1) (thick solid lines) and quantum state (dotted lines)
along two sample nonadiabatic trajectories that start at the barrier
top. The thin solid line denotes the position of the barrier top. When
the system commits itself to one of its stable configurations, the
trajectory is terminated and AE{t) remains constant for the remainder
of the time.

0.0152

AE (eC/A)

(ps)

Ground state
First excited state

FIGURE 6. AE(1) (thick solid line) and quantum state (dotted line)
along a segment of a nonadiabatic trajectory (top), the thin solid
line denoting the position of the barrier top, and probability densities
(bottom) corresponding to the ground and first excited state adiabatic
wave functions (1/?) as a function of the protonic coordinate (g) along
this segment.

result of this frustrated proton transfer, the reactive flux
correlation function will decay more quickly and thereby
reduce the rate constant. Since a substantial number of
trajectories in the ensemble visit the coherent state surface
and, as seen in Figure 5, the system can spend a consider-
able amount of time on the coherent state surface, the
role of the coherent state surface is crucial for this rate
process.

Figure 6 shows the solvent polarization and quantum
state along a short segment of another trajectory. In this
segment, the system evolves initially on the first excited
adiabatic state surface (denoted by 2) and then on the
mean of the ground and first excited state adiabatic
surfaces. The system tends to linger in the neighborhood
of the barrier top due to the forms of these surfaces. When
on the excited surface, the system is expected to be
confined to the barrier top region. On the mean surface,
the system will also visit the barrier region frequently since
the mean of the ground and excited state surfaces has a
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low barrier. While the evolution of the matrix elements
of the species variable, No* (R,P,1), is determined by the
quantum—classical Liouville equation as described above,
an examination of the time evolution of the adiabatic wave
functions along the quantum-—classical trajectory is in-
teresting, since it reflects the changes in the solvation
structure of the proton complex in the vicinity of the
barrier top. At two points along this trajectory, the
character of the ground state wave function switches from
ionic to covalent and from covalent to ionic and vice versa
for the first excited state wave function. These character
swaps occur in approximately 5—10 fs. Thus, we see that
when AE is near the barrier top, certain solvent fluctua-
tions may cause rapid and drastic switches in the char-
acters of the adiabatic wave functions. This behavior is
consistent with the information presented in the top
portion of Figure 3, where we saw a wide spread of [g[]
values for a narrow window of AE values around the
barrier top. When the system eventually drops to the
ground state, the solvent molecules are then able to
reorganize in such a way to stabilize the covalent form of
the complex (AH—B). During this process, the characters
of the adiabatic wave functions do not change and the
ground state probability density (localized in the covalent
state) increases, while the excited state probability density
(localized in the ionic state) decreases. Nonadiabatic
dynamics enhances these effects since a large fraction of
trajectories in the ensemble linger in the barrier region.

V. Concluding Remarks

The rates and mechanisms of quantum rate processes
occurring in condensed phase environments are difficult
to determine because simulating quantum dynamics in
many-body environments is a formidable task. This prob-
lem may be circumvented by taking a mixed quantum—
classical approach since the environment is typically
composed of molecules that are much heavier than the
quantum particle being transferred in the reaction. When
coupling between the quantum and classical degrees of
freedom induces transitions among the adiabatic states,
the adiabatic approximation breaks down and nonadia-
batic dynamics must be implemented. We have shown
that quantum—classical Liouville dynamics in conjunction
with the quantum-—classical reactive flux expression for
the nonadiabatic rate can be used to study condensed
phase quantum rate processes.

Although the solution of the quantum-—classical
Liouville equation can be represented in terms of an
ensemble of surface-hopping trajectories, the nature of
these trajectories is quite different from that in stand-
ard surface-hopping schemes. In the quantum—classical
Liouville approach, trajectories are generated by classical
evolution, either on single adiabatic surfaces or on the
mean of two adiabatic surfaces of a coherently coupled
pair of states. Furthermore, during the coherent evolution
segments, the observable of interest accumulates a phase
to reflect the creation of quantum coherence. In addition
to creating and destroying quantum coherence throughout
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the evolution, the quantum-—classical propagator en-
sures that energy is exactly conserved along a trajectory
even if the momentum-jump approximation® is made.
Of course, physical significance should only be attached
to expectation values computed from averages over the
ensemble.

For highly activated rate processes, one cannot simply
track the dynamics over many reactive events because
chemical reactions take place on time scales that are long
compared to typical microscopic relaxation times acces-
sible in computer simulations. Consequently, one must
implement rare event sampling schemes to compute the
reaction rate. We used one such method, “blue moon”
sampling, which enabled us to obtain the rate constant
from short-time simulations of the dynamics. Conven-
iently, because of the use of the solvent polarization as
the reaction coordinate, the quantum—classical reactive
flux formulas for the rate have a simple form that allows
one to easily implement this sampling scheme.

An aspect of our results on intermolecular proton
transport is worth emphasizing. In the dynamics of the
trajectories contributing to the ensemble used to compute
the nonadiabatic rate constant, the mean surface plays a
crucial role. When a quantum transition takes the system
from the ground state to the coherent state, the solvent
polarization tends to fluctuate around its transition state
value. The next quantum transition, which takes the
system either back to the ground state or to the first
excited state, destroys the coherence created in the first
transition. This enhanced barrier recrossing lowers the
reaction rate. This picture of how quantum transitions
reduce the reaction rate is quite different from that in
standard surface-hopping methods.

The techniques outlined in this Account for performing
quantum-—classical dynamics and computing reaction
rates may be applied to a large class of systems for which
a proper description requires quantum mechanical inter-
vention. As the level of complexity of such systems rises,
one may supplement these methods with other relevant
computational tools. Since full-scale quantum mechanical
calculations of large systems are intractable, further
development of algorithms used to execute quantum-—
classical dynamics is a worthwhile effort.

This work was supported in part by a grant from the Natural
Sciences and Engineering Research Council of Canada.
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